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A new non-empirical exchange energy functional of the generalized gradient approximation (GGA)
type, which gives an exchange potential with the correct asymptotic behavior, is developed and
explored. In combination with the Perdew-Burke-Ernzerhof (PBE) correlation energy functional,
the new CAP-PBE (CAP stands for correct asymptotic potential) exchange-correlation functional
gives heats of formation, ionization potentials, electron affinities, proton affinities, binding energies
of weakly interacting systems, barrier heights for hydrogen and non-hydrogen transfer reactions,
bond distances, and harmonic frequencies on standard test sets that are fully competitive with those
obtained from other GGA-type functionals that do not have the correct asymptotic exchange potential
behavior. Distinct from them, the new functional provides important improvements in quantities
dependent upon response functions, e.g., static and dynamic polarizabilities and hyperpolarizabilities.
CAP combined with the Lee-Yang-Parr correlation functional gives roughly equivalent results.
Consideration of the computed dynamical polarizabilities in the context of the broad spectrum of
other properties considered tips the balance to the non-empirical CAP-PBE combination. Intrigu-
ingly, these improvements arise primarily from improvements in the highest occupied and lowest
unoccupied molecular orbitals, and not from shifts in the associated eigenvalues. Those eigenvalues
do not change dramatically with respect to eigenvalues from other GGA-type functionals that do
not provide the correct asymptotic behavior of the potential. Unexpected behavior of the potential at
intermediate distances from the nucleus explains this unexpected result and indicates a clear route for
improvement. C 2015 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4906606]

I. INTRODUCTION

Density functional methods1 in the Kohn-Sham (KS)
formulation2 have become the most common approach
to electronic structure calculations of atoms, molecules,
and solids.3–11 Though present-day approximations to the
exchange-correlation (XC) energy functional enable calcula-
tions with rather reasonable computational effort even on large
systems, the need continues for better balanced descriptions
of thermodynamic, structural, and response properties at
each rung of the Jacobs’ ladder12 above the local density
approximation (LDA). Improved generalized gradient approx-
imations (GGAs) are particularly desirable,13–16 both because
of the wide range of accessible systems at near-minimal
computational cost (since GGAs have no explicit orbital
dependence) and because a GGA usually is a foundational
component of higher-rung functionals. A GGA exchange (X)
functional in general can be expressed as

EGGA
x [ρ]=

∫
ρ(r)eLDA

x [ρ;r]Fx(s)dr=

∫
ex[ρ,s;r]dr, (1)
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where

eLDA
x [ρ;r]= Axρ(r)

1/3, with Ax =−
3(3π2)1/3

4π
, (2)

and

s(r)=
1

2kF(r)

|∇ρ(r)|

ρ(r)
, with kF(r)= (3π2ρ(r))1/3. (3)

The enhancement factor Fx(s) describes deviations from
local homogeneous electron gas (HEG) behavior. Typically,
it is expressed as an analytical function of s that depends on
several parameters. Empirical procedures set at least some
parameters by minimizing the mean absolute error (MAE)
in the calculated values of several properties relative to
well-known test sets.17–27 Non-empirical procedures fix the
parameters by imposition of conditions known to be obeyed
by the exact XC energy functional.

The analytical forms of most current GGA X functionals
are designed to satisfy constraints related to the properties of
Ex (and, sometimes, the canonical exchange-energy density)
at small and large s-values. At small s, one has

Fx(s)−−−−−−−−→
s→0

1+ µ s2+ · ··, (4)
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where µ may be fixed in various non-empirical ways.
That diversity is an example of design choices that occur
in constraint-based functional development. The gradient
expansion approximation (GEA) yields28 µGEA = 10/81
≈ 0.1235. In the Perdew-Burke-Ernzerhof (PBE) functional,15

µ is fixed to cancel the second-order gradient contribution
to the correlation energy in the high density limit,15 so as to
recover the LDA linear response behavior, which is known
to be rather good. With the Ma and Brueckner29 correlation
energy result, one finds µPBE = 0.2195. Alternatively, the
asymptotic expansion of the semi-classical neutral atom
yields a modified gradient expansion approximation30 with
µMGEA= 0.26. One also can fix µ so that the X energy for the
exact ground state density of the hydrogen atom cancels the
spurious electron-electron Coulomb repulsion for that density,
thereby obtaining anX functional which is approximately one-
electron self-interaction free.31 The resulting µ value depends
on the particular analytical form chosen for Fx(s), together
with the values of the other parameters present in it.

The enhancement factor behavior at large s also depends
on the constraint used. For example, to guarantee satisfaction
of the Lieb-Oxford (L-O) bound32,33 for all densities, that
bound is imposed locally in PBE X, that is, on the integrand of
the RHS of Eq. (1). Thus, FPBE

x (s) grows monotonically from
unity at s = 0 (to recover the HEG, as must all non-empirical
functionals) to a limiting value of 1.804 as s→∞. In the VMT
X functional,34 FVMT

x (s) also grows to amaximumdetermined
by the local Lieb-Oxford bound, but then decreases back to
unity as s →∞, so as to recover the HEG limit. The Fx(s)

factors for the PW91,35 VT84,36 and PBE-LS37 functionals,
all go to a local Lieb-Oxford bound maximum, and then, as
s →∞, decrease to zero faster than s−1/2 to fulfill the non-
uniform density scaling result.33 Exact satisfaction of that
constraint would imply38–41 that the enhancement function
should decrease to zero proportionally to s−1/2. An empirical
functional that also decreases to zero faster than s−1/2 was
proposed byLacks andGordon,42 but itsmaximum is unrelated
to the local Lieb-Oxford bound.

Arguing from a different perspective, there have been
other approximations, e.g., such as the B88 functional,13 in
which Fx(s) is designed to reproduce the asymptotic behavior
of the conventional (i.e., canonical) exact exchange energy
density

ex[ρ,s;r]−−−−−−−−−→
r→∞

−
ρ(r)

2r
, (5)

which for a GGA is equivalent to43

Fx(s)−−−−−−−−−→
s→∞

a s/lns, (6)

where a is a constant. Despite this divergence in Fx(s) as
s →∞, the whole integrand of the first equality in Eq. (1)
tends to zero when r →∞, so that the exchange energy is
finite. Another enhancement factor that also diverges for large
s, but as s2/5, is PW86,44 which follows from the gradient
expansion of the exchange hole with real space cutoffs. The
relevance of this large s limit has been analyzed by Murray,
Lee, and Langreth.45

Broadly speaking, all these Fx(s) forms provide a reason-
able description of properties that depend on total energy

differences, although there are important and subtle differences
among them. However, for finite systems, those approximate
forms of Fx(s) give KS eigenvalues and orbitals which have
undesirable consequences for the calculation of response
properties such as the static and dynamic polarizabilities
and hyperpolarizabilities. In particular, it long has been
known that the asymptotic behavior of the XC potential
plays a fundamental role in the description of excitation
energies determined from time dependent density functional
theory (TDDFT).46,47 Additionally, recently, there has been
discussion to the effect that accurateXCpotentials are essential
for getting accurate energies.48 Thus, it seems worthwhile to
incorporate constraints specific to the X potential, because of
its direct connection to the KS eigenvalues and orbitals.

The X potential,

vx[ρ;r]=
δEx[ρ]

δρ(r)
, (7)

has two important properties which are related to the KS
eigenvalues and orbitals, namely, its discontinuity with respect
to particle number N49–52 and its asymptotic behavior.53–55

No simple N-independent GGA can mimic, by itself, the
linear dependence of Etot on N that underlies the derivative
discontinuity (though there are prescriptions for adding such
behavior56–60), so we put the issue aside. The asymptotic
behavior of the X potential is

vx[ρ;r]−−−−−−−−−→
r→∞

−
1
r
. (8)

Most currentGGA-typeX functionals, e.g., PBE,VMT,VT84,
PBE-LS, and many others, yield vx that decays exponentially.
Although the B88 X functional fulfills Eq. (5), its functional
derivative decays as − h/r2 (h is a constant related to the
asymptotic behavior of ρ), because all the terms with − 1/r
behavior cancel. Since violation of Eq. (8) causes problems for
response properties dependent upon theKS eigenvalues and on
the orbital behavior in distant regions, there have been several
attempts at direct construction of a GGA X potential with the
correct asymptotic behavior,43,61–63 Eq. (8). Such potentials
certainly improve the description of response properties. But
their utility is severely limited by the fact that they are not the
functional derivative of an X energy functional, Eq. (7). The
total energy obtained via such a potential, therefore, is not a
variational extremum, and associated total energy differences
are of questionable validity. Additionally, recently, it has been
shown64 that the description of electronic excitations also is
severely limited when using XC potentials that are not the
functional derivative of an XC energy functional.

While there are higher-rung X functionals that yield
an X potential with the correct asymptotic behavior, those
add dependence upon the Laplacian of the density65–67

at minimum. That adds computational complexity, hence
cost. Similarly, incorporation of correct asymptotic behavior
through non-local procedures68–72 introduces a substantial
increase in computational effort. Thus, it seems worthwhile
to attempt incorporation of correct asymptotic behavior in a
non-empirical GGA X functional. Here, we present such a
functional and show that it retains the quality of calculated
thermodynamic and kinetic properties associated with current
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GGA functionals while improving the description of response
properties.

After summarizing the formal development, we report
validation of the new X functional via the customary calcu-
lations on diverse data sets. We compare with results from
several current GGA functionals in the prediction of properties
that depend on energy differences. Then, we report results for
the new X functional for static and dynamic polarizabilities
and hyperpolarizabilities and assess the results.

II. CORRECT ASYMPTOTIC POTENTIAL (“CAP”) GGA
EXCHANGE ENERGY FUNCTIONAL

The general expression for the GGA X potential in terms
of the X energy density from the first equality of Eq. (1) is

vGGA
x [ρ;r] = Axρ(r)

1/3

[
4
3

Fx(s)

]

+ Axρ(r)
1/3

[

−
4
3

s(r)−
1
2kF

∇2ρ(r)

|∇ρ(r)|

+
1
2kF

∇ρ(r) ·∇|∇ρ(r)|

|∇ρ(r)|2

]
dFx(s)

ds

+ Axρ(r)
1/3

[

−
1

(2kF)2
∇ρ(r) ·∇|∇ρ(r)|

|∇ρ(r)|ρ(r)

+
4
3

s(r)2
]

d2Fx(s)

ds2
. (9)

Observe that the gradient terms in the denominators cancel if
the enhancement function behaves as in Eq. (4) as s→ 0. This
fact underscores the relevance of using GGA enhancement
functions that fulfill the limit given by Eq. (4).

Correct asymptotic behavior of the X potential depends
upon the asymptotic behavior of the density, namely,73–75

ρ(r)−−−−−−−−−→
r→∞

ρ0 rα e−λr . (10)

From this, Eq. (9) becomes

vGGA
x [ρ;r]−−−−−−−−−→

r→∞
Axρ(r)

1/3

[
4
3

]

Fx

+ Axρ(r)
1/3

[

−
4
3

s(r)+
2
λr

s(r)

]
dFx

ds

+ Axρ(r)
1/3

[
1
3

s(r)2
]

d2Fx

ds2
. (11)

An equivalent expression was derived by Engel and collabo-
rators,76 who showed that if the enhancement factor behaves
as

Fx(s)−−−−−−−−−→
s→∞

−
(3π2)1/3

Ax

s, (12)

then, since the reduced density gradient in that limit goes as

s(r)−−−−−−−−−→
r→∞

1
2(3π2ρ(r))1/3

λ

(

1−
α

λr

)

, (13)

one finds [substitute Eqs. (12) and (13) in (11)] that the leading
term in the X potential decays correctly, e.g., per Eq. (8).

The asymptotic behaviors of Fx(s) in Eqs. (12) and (6)
obviously are incompatible, which follows from the equally
obvious fact that a GGA functional cannot satisfy both Eqs.

(8) and (5). Note also that (12) is incompatible with the
uniform scaling asymptotics33 proportional to s−1/2. However,
Eq. (8) appears to be important for response functions whereas
calculations show that the values of the enhancement function
when s→∞ only weakly influence the X energy37 [because
this region corresponds to very small ρ]. Our experience with
the uniform scaling asymptotics34,36,37 shows that they do not
strongly affect the results either (except indirectly as they
influence the small-s behavior because of a specific functional
form for Fx). Therefore, we enforce Eq. (8) instead of those
other constraints. This is a design choice which differs from
our previous ones34,36,37 because of different motivations. The
key to such choices is to resolve which ones yield the most
broadly useful X functional, with clear insight into the cause.
Onemay be concerned that enforcement of Eq. (8) leaves open
the certainty of violation of the Lieb-Oxford bound for some
arbitrary density. However, were such a density to be found, it
seems plausible that it would be remote from the neighborhood
of ground-state densities, and the practical consequences of
such a violationwould be negligible compared to the utilitarian
simplicity of a GGA X functional. In the numerical studies
presented below, this speculation is confirmed. We find no
example of violation of the L-O bound by the new functional
we present next.77 In contrast, the gedanken density recently
proposed by Perdew and collaborators,41 which is far from the
densities for real systems, was built so that any enhancement
function that takes values above 1.804 violates the global
Lieb-Oxford bound. Thus, enhancement functions that diverge
when s→∞, such as those that fulfill Eq. (6) or (12), violate
the Lieb-Oxford bound for this gedanken density, as is shown
in detail in the supplementary material.77 Our results (as well
as those with the B88 X functional) suggest that one may
be reasonably confident that such violations occur only in
extreme situations.

To proceed, we need a form of Fx(s) that reduces to Eq. (4)
as s → 0 and to Eq. (12) as s →∞. Additionally, it seems
prudent to select a form which is close to good current GGA
functionals on 0 ≤ s ≤ 3, a region known to be important for
the total energy.78–80 Thus, we propose

FCAP
x (s)= 1−

α

Ax

sln(1+ s)

1+cln(1+ s)
. (14)

The superscript stands for “correct asymptotic potential.”
Observe that a ln(1+ s) dependence in Fx has been discussed
recently.81 The constant c is fixed to fulfill Eq. (12), c

= α/(3 π2)1/3, and α is fixed from Eq. (4), leading to α

= −Ax µ. As mentioned, µ may be fixed via several non-
empirical procedures, so one can test Eq. (14) with those
different values, another design choice. For convenience of
computational implementation, the ingredients of vCAP

x are
given in the Appendix. We return to its detailed form below.

Fig. 1 shows the new X enhancement factor (Eq. (14)), on
0 ≤ s ≤ 3, for α =−Ax µ fixed via µPBE = 0.2195. Fig. 1 also
shows the B88,13 PBE,15 PBE-LS,37 andOPTX16 enhancement
factors. Observe that FCAP

x lies below all the others for s

between 0 and about 1.7, after which they all separate. The
B88 form, as noted, was constructed to satisfy Eq. (5), leading
to the divergence of the form given by Eq. (6). Recall also
the discussion above about large-s behaviors and satisfaction
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FIG. 1. Comparison of several enhancement functions in the interval
0 ≤ s ≤ 3.

of the local Lieb-Oxford bound for various functionals. Also
note that the empirical parameters in the OPTX functional are
fixed to obtain the minimum error in the total Hartree-Fock
energy of the first eighteen atoms of the periodic table.

III. RESULTS AND DISCUSSION

With the objective of improving response properties
without sacrificing the quality of thermodynamic, structural,
and kinetic properties obtained with current GGA func-
tionals, we first considered the consequences of different
non-empirical µ values (recall discussion in Sec. I) and
associated α = −Ax µ values to determine which µ gives
the best description of properties that depend on energy
differences. Thus, we did calculations of heats of formation
using the G3/99 test set17 (data for 223 molecules) with the α
values corresponding to the different non-empirical µ values
summarized in Sec. I. We used both the PBE15 or Lee-Yang-
Parr (LYP)14 correlation energy functionals. The calculations
used a developmental version of the program NWChem6.0.82

The protocol for calculating heats of formation was as
established in Ref. 83 and described previously.31MAE results
for the Def2-TZVPP basis set84 for the different combinations
are presented in Table I. One sees that the lowest MAE is
obtained for α from µPBE = 0.2195, in combination with the
PBEC functional. Next best is CAPXwith LYPC for the same
µ. Thus, all subsequent calculations presented in this work
were done with FCAP

x (s) from Eq. (14), with α = −Ax µ and
µPBE= 0.2195. Recall that the PBEC functional used in Table I
corresponds to theMa and Brueckner,15,29 value β = 0.066 725
through the relationship µ= π2β/3. It has become a common
practice to use that relationship between µ and β to fix
the value of the latter when µ different from µPBE = 0.2195
is considered.31,85 We tried that with the PBE C functional
and found MAEs of 65.88 kcal/mol, 28.29 kcal/mol, and
31.21 kcal/mol for µGEA= 10/81≈ 0.1235, µMGEA= 0.26, and
µSICH = 0.2646, respectively. All those errors are worse than
for the β = 0.066 725 of the original PBE C energy.

Comparison calculations used the LDA,86,87PBE,15BLYP
(B88 X with LYP C),13,14 PBE-LS,37 and OLYP (Optimized

TABLE I. Comparison of mean absolute errors in kcal/mol for the heats of
formation for the G3 test set (223 molecules) with the X energy functional
given by Eqs. (1) and (14) for different values of µ with either the LYPa or
PBEb C energy functional.

µ Exc MAE

10/81c CAP-LYP 49.58
10/81c CAP-PBE 59.49
0.2195d CAP-LYP 12.41
0.2195d CAP-PBE 9.23
0.26e CAP-LYP 33.03
0.26e CAP-PBE 24.70
0.2646f CAP-LYP 35.54
0.2646f CAP-PBE 27.18

aReference 14.
bReference 15.
cGradient expansion approximation value.
dPBE value.
eModified gradient expansion approximation value.
f Self-interaction correction for the hydrogen atom with the exchange functional given
by Eqs. (1) and (14).

X with LYP C)14,16 X functionals. All calculations were done
with the same developmental version of NWChem6.0 and the
same protocol for the heats of formation. Ionization potentials
and electron affinities were obtained for the IP13/319 (6
molecules) and EA13/325 (7 molecules) datasets, respectively.
The molecular calculations were done adiabatically according
to the geometries reported in Ref. 88. Proton affinities were
calculated for the PA818,26 dataset (8 molecules). For the
geometries of the anions and neutral species, MP2(full)/6-
31G (2df,p) calculations were used.89 Binding energies of
weakly interacting systems were calculated for the HB6/04,21

CT7/04,21 DI6/04,21 WI7/05,22 and PPS5/0522 datasets (31
systems). Ionization potentials, electron affinities, proton
affinities, and binding energies were calculated with the 6-
31++G(d,p) basis set. Barrier heights for forward and back-
ward transition states of 19 hydrogen and 19 non-hydrogen
transfer reactions were done for the HTBH38/0422–24,27 and
the NHTBH38/0422–24,27 datasets, respectively. Bond distance
calculations were done for the T-96R20 dataset (96 molecules).
Experimental bond distances for this analysis were taken from
Ref. 90. Finally, harmonic frequencies were calculated for the
T-82F20 dataset (82molecules), with experimental values from
Refs. 90–92. Barrier heights, bond distances, and vibrational
frequencies were calculated with the Def2-TZVPP basis set.

Table II shows the MAE results for those various property
comparisons. Individual deviations for each property are given
in the supplementary material.77 Clearly, CAP-PBE (i.e., CAP
X with PBE correlation C) provides a rather good description
of all those properties and is fully competitive with PBE-
LS. Except for the heats of formation, it is fully competitive
with OLYP, which is known to be among the better empirical
GGA functionals for thermodynamic, kinetic, and structural
properties. More significant, from the perspective of design
choice, is the fact that the CAP-PBE, PBE-LS, and OLYP
enhancement factor functional forms are so qualitatively
different. The difference is particularly striking in the case of
PBE-LS and CAP-PBE, which share the same C functional.
Their MAE outcomes are, in general, close to each other,
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TABLE II. MAEs for the different exchange-correlation functionals, for several properties. Energies in kcal/mol, bond distances in Å, and frequencies in cm−1.

Property LDA PBE BLYP OLYP PBE-LS CAP-LYP CAP-PBE

Heats of formation 118.32 21.21 9.64 5.51 9.39 12.41 9.23
Ionization potentials 5.31 3.47 4.20 2.61 3.65 4.62 2.55
Electron affinities 6.62 2.64 2.97 3.63 2.61 3.84 3.65
Proton affinities 5.65 1.39 1.78 1.66 1.23 1.41 1.53
Binding energies of weakly interacting systems 3.61 1.64 1.67 2.27 1.49 2.41 2.70
Reaction barrier heights
Hydrogen transfer forward 18.41 9.49 7.81 6.02 7.26 7.09 6.92
Hydrogen transfer backward 17.16 9.72 7.85 6.06 7.77 7.06 7.11
Non-hydrogen transfer forward 14.02 10.38 10.48 7.74 9.45 9.45 8.22
Non-hydrogen transfer backward 12.51 9.96 10.03 7.21 9.31 9.06 7.99
Bond distances 0.0149 0.0179 0.0240 0.0198 0.0216 0.0255 0.0221
Frequencies 50.89 43.30 56.25 40.42 45.74 58.42 46.15

despite opposite behaviors in the large s limit (PBE-LS goes
to zero exponentially while CAP diverges) and distinctly
different behaviors relative to PBE on 0 ≤ s ≤ 3; recall Fig. 1.
The combination of CAP X with LYP C leads to a somewhat
similar description, though generally not as good as the
combination with PBE C. This is especially the case for heats
of formation and forward and backward barrier heights of
non-hydrogen transfer reactions. As an additional test of FCAP

x ,
we performed X-only calculations for the noble gas atoms to
compare ECAP

x values with those from LDA, PBE, B88, PBE-
LS, and OPTX, all referenced to the Hartree-Fock values. The
calculations were done using the universal gaussian basis set93

(UGBS) and the same developmental version of NWChem6.0.
See Table III. Unsurprisingly, B88, which was designed to
reproduce HFX energies, is best on this test. PBE-LS, which is
approximately one-electron self-interaction free, is next best.
CAP is better than OPTX but has more than twice the MAE
of PBE. These outcomes illustrate the general difficulty of
designing GGA XC functionals. Improvement on one figure
of merit often leads to loss of accuracy on another. Here, the
emphasis on the accuracy of the X potential has caused a loss
of accuracy in the X energy when compared to the atomic
Hartree-Fock values.

For response properties, we calculated static and dynamic
polarizabilities and hyperpolarizabilities via TDDFT as imple-
mented recently in time-dependent auxiliary density pertur-
bation theory (TDADPT) form94–98 in the code deMon2k,
pre-release version 4.2.2.99,100We used the TZVP-FIP1 basis
sets.101,102 TDADPT uses the expansion of the density as
a linear combination of Hermite Gaussian functions103,104

called the auxiliary density in deMon2k. We used the GEN-
A2* auxiliary function set105 for that expansion in all the
response calculations. As a technical matter, we followed the
familiar procedure58,106–108 of evaluating the TDDFT kernel
fxc= δvxc/δρ and kernel derivative, gxc= δ fxc/δρ= δ

2vxc/δρ
2

in the adiabatic local density approximation (ALDA). That
is, the LDA functional derivatives were used rather than the
CAP or other GGA derivatives. The original rationale for
that approximation was (and is) that the GGA derivatives
have complicated internal structure that tends to cause serious
numerical instabilities. These problems could be addressed in
the future through the use of analytical rather than numerical
derivatives but at present they are a limitation. It is critical to
note, however, that the previous efforts to mend or repair the
incorrect asymptotic potential in TDDFT, which we discussed
at the outset, also used theALDAderivatives aswell. Thus, our
first principles vCAP

x first must be tested in the same context. To
minimize numerical noise, the XC energy, potential, TDDFT
kernel, and kernel derivative were integrated numerically
on the so-called reference grid109 in deMon2k. The mean
polarizabilities were calculated from the diagonal elements
of the polarizability tensor according to

ᾱ(ω)=
1
3

!
αxx(ω)+αy y(ω)+αzz(ω)

�
. (15)

For the calculation of hyperpolarizabilities, we employed
the so-called EFISH (electric-field-induced second-harmonic)
orientation. The average hyperpolarizability was calculated

TABLE III. Exchange energies and MAEs with respect to Hartree-Fock values of noble gas atoms, in hartree, as determined by exchange-only calculations with
the universal gaussian basis seta for several exchange energy functionals.

Atom LDA PBE B88 OPTX PBE-LS CAP HF

He −0.852 78 −1.001 65 −1.016 05 −1.018 77 −1.028 10 −0.9972 3 −1.025 77
Ne −10.937 08 −12.008 39 −12.086 29 −12.087 55 −12.200 95 −11.872 74 −12.108 35
Ar −27.774 98 −29.956 17 −30.122 03 −30.188 95 −30.350 03 −29.644 45 −30.184 99
Kr −88.479 27 −93.338 60 −93.798 97 −94.652 47 −94.221 65 −92.620 09 −93.856 05
Xe −170.447 13 −178.191 29 −179.004 86 −181.419 49 −179.602 77 −177.057 44 −179.097 57
Rn −372.802 15 −385.831 67 −387.402 36 −395.043 19 −388.211 75 −383.996 27 −387.503 81
MAE 5.414 0.575 0.058 1.782 0.306 1.265

aReference 93.
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TABLE IV. Comparison of static LDA and GGA TDADPT hyperpolarizabilities (in a.u.) with TDHF and CCSD(T) values from Ref. 114.

Molecule LDA PBE BLYP OLYP PBE-LS CAP-LYP CAP-PBE TDHF CCSD(T)

H2O −21.88 −22.18 −23.89 −24.55 −22.03 −19.86 −16.29 −10.80 −18.00
NH3 −30.03 −30.11 −32.06 −32.29 −31.32 −33.83 −31.68 −15.20 −34.30
CO 23.44 22.24 24.13 21.09 21.42 22.04 21.51 21.20 23.50
HF −9.63 −10.04 −10.91 −12.00 −10.47 −11.16 −9.02 −5.38 −7.20
H2S −4.71 −5.08 −4.34 −5.90 −5.95 −9.87 −8.38 2.20 −7.70

from

β̄(−ω3;ω1,ω2)=
1
5

∑

i

(βzii+ βizi+ βiiz), (16)

where i runs over x, y , and z. In all response calculations,
experimental molecular structures were employed.110–113

Table IV shows calculated static hyperpolarizabilities
of five small molecules, including both CCSD(T) and time
dependent Hartee-Fock (TDHF) calculations.114 Although
TDHF values often exhibit large deviations from CCSD(T)
results, they are presented for completeness. The overall
trend from the table is that either CAP-PBE or CAP-LYP
is preferable, but a decisive choice between the two cannot
be made from those data alone. In H2O, the CAP-PBE
hyperpolarizability is rather close to the CCSD(T) value, while
all other functionals give similar overestimates in absolute
value relative to the CCSD(T) result. For NH3, the CAP-
LYP, BLYP, and OLYP results lie very close to the CCSD(T)
value, while the LDA, PBE, PBE-LS, and CAP-PBE values
are underestimates (in magnitude). For CO, all functionals
perform similarly, with a modest advantage to BLYP, CAP-
LYP, and LDA. For HF, the CAP-PBE hyperpolarizability
is notably closer to the CCSD(T) value, while all other
functionals overestimate the absolute value substantially. In
H2S, both the CAP-PBE and CAP-LYP values are close to
that from CCSD(T), while all the other functionals give less
negative values.

Table V presents static hyperpolarizabilities of methane
analogs with comparisons to available theoretical results. One
sees that for CH3OH, LDA, PBE, PBE-LS, BLYP, and OLYP
static hyperpolarizabilities severely overestimate (absolute
values) the published CCSD value115 by at least 14 a.u. In
contrast, CAP-LYP reduces the error substantially, and CAP-

PBE essentially eliminates the error. In CH3F, the signs of
our hyperpolarizability results, using EFISH orientation, differ
from the published LDA result but not the publishedHF one.116

Comparison of absolute values shows that our LDA, PBE,
BLYP, and OLYP hyperpolarizabilities agree well with the
LDA result from Ref. 116. Both the CAP-PBE and CAP-LYP
values differ from all the rest, with CAP-PBE and Hartree-
Fock results116 being relatively close in value and with the
same sign. For CH3CN, CAP-PBE clearly is superior to all the
other functionals relative to the CCSD(T) value, 116, whereas
PBE, PBE-LS, and CAP-LYP values all are rather similar
to the LDA result.116 For the remaining systems reported in
Table V, reliable theoretical or experimental values are not
available and the one Hartree-Fock value117 does not seem
reasonable in context. Overall, Table V suggests a preference
to CAP-PBE.

We proceed to the dynamicmean polarizabilities. Figs. 2–5
present results for H2O, NH3, CH4, and benzene, respectively,
including experimental values. In all cases, the experimental
frequency ranges are considered. For comparison of the theo-
retical and experimental values, it is important to bear thermal
effects in mind. They are not included in the theoretical values.
It is known that thermal effects shift the theoretical values
upward (by about 1 a.u.),118 a key interpretive fact in assessing
the dynamic mean polarizability results.

For H2O, Fig. 2 shows that the LDA, PBE, BLYP, OLYP,
and PBE-LS functionals all overestimate the polarizability,
with a frequency dependence which is too strong, even over
the relatively small experimental range. Observe that the CAP-
LYP values without thermal correction agree with experi-
mental values. Thermal correction will move the CAP-LYP
values above experiment but move the CAP-PBE values closer
to experiment. For NH3 (Fig. 3) and CH4 (Fig. 4), the only two

TABLE V. Comparison of static LDA and GGA TDADPT hyperpolarizabilities (in a.u.) of methane analogs with other theoretical results.

Molecule LDA PBE BLYP OLYP PBE-LS CAP-LYP CAP-PBE Other theoretical results

CH3OH −47.31 −47.44 −51.22 −54.30 −48.69 −43.13 −35.79 −33.52a

CH3F −58.84 −58.34 −62.75 −66.19 −57.48 −46.54 −39.54 36.23b; 62.22c

CH3CN 23.55 23.17 22.79 22.48 21.10 27.49 24.50 4.09b; 22.76c; 24.24d

CH3Cl −2.98 −2.75 −5.46 −9.73 −1.10 −3.45 6.63
CHF3 −31.74 −31.38 −33.00 −33.69 −31.23 −29.23 −28.69 −19.04e

CF3Cl −72.73 −73.37 −76.86 −75.20 −70.66 −63.61 −60.95
CHCl3 −2.64 −3.20 −0.42 −5.29 −4.69 −12.21 −3.91
CFCl3 −34.41 −34.61 −35.60 −32.47 −31.88 −30.73 −27.54

aCCSD from Ref. 115.
bHartree-Fock from Ref. 116.
cLDA from Ref. 116.
dCCSD(T) from Ref. 116.
eHartree-Fock from Ref. 117.
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FIG. 2. Static and dynamic polarizabilities of H2O as a function of ω,
calculated with the experimental geometry.

functionals that give qualitatively correct frequency depen-
dence are CAP-PBE and CAP-LYP. Thus, thermally corrected
CAP-PBE and CAP-LYP are expected to give a rather satis-
factory description.

For benzene119 (Fig. 5), the frequency dependence gener-
ated by all the functionals is essentially identical and close to
that from experiment. However, all of the other functionals,
LDA, PBE, PBE-LS, BLYP, and OLYP, overestimate the
experimental polarizabilities at least by 3 a.u. before thermal
correction, which will worsen the error. The uncorrected CAP-
LYP values lie almost atop experiment but after correction will
lie above, while CAP-PBE values will lie below or near the
experimental results.

Table VI compares dynamic hyperpolarizabilities of the
same five small molecules as in Table IV with respect to
values from CCSD(T) calculations and from experiment. All
the calculations are for the experimental wavelength, 694.3
nm. For H2O, the CAP-PBE functional gives values of second-
harmonic generation (SHG) and OR (optical rectification) hy-
perpolarizabilities that lie very close to the CCSD(T) results,
while all other functionals overestimate both in absolute value.
In NH3, LDA, PBE, PBE-LS, BLYP, OLYP, and CAP-LYP

FIG. 3. Static and dynamic polarizabilities of NH3 as a function of ω,
calculated with the experimental geometry.

FIG. 4. Static and dynamic polarizabilities of CH4 as a function of ω,
calculated with the experimental geometry.

tend to overestimate the SHG absolute value relative to both
CCSD(T) and to experiment, whereas CAP-PBE lies rather
close to the experimental value. The OR absolute values from
all functionals match well with CCSD(T). For CO, LDA, PBE,
BLYP, and CAP-LYP give SHG and OR hyperpolarizabilities
in good agreement with the reference values, but OLYP, PBE-
LS, and CAP-PBE modestly underestimate them. In the HF
molecule, LDA, PBE, and CAP-PBE results agree well with
the SHG and OR references, whereas BLYP, OLYP, and CAP-
LYP tend to somewhat larger overestimated absolute values.
For H2S, all functionals give good results. Again, one can see
that overall CAP-PBE is consistently closer to CCSD(T) and
experimental results.

Table VII shows dynamic hyperpolarizabilities for the
same methane analogs as were considered in Table V. All
LDA and GGA functional calculations for SHG were done
at the same wavelength as the corresponding experiments. In
CH3OH, the SHG result for CAP-PBE is in good agreement
with respect to the CCSD115 and relatively close to the
experimental value,120 whereas all the other functionals
overestimate the absolute values. Note that this overestimation

FIG. 5. Comparison of LDA and GGA dynamic polarizabilities with the
experimental values for benzene. The experimental geometry was used in all
calculations.
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TABLE VI. Comparison of dynamic LDA and GGA TDADPT hyperpolarizabilities (in a.u.) with TDHF, CCSD(T), and experimental values for a wavelength
of 694.3 nm.

Molecule Value LDA PBE BLYP OLYP PBE-LS CAP-LYP CAP-PBE TDHFa CCSD(T)a Expt.

H2O SHG −28.38 −28.84 −31.57 −32.62 −28.76 −25.60 −20.67 −12.57 −21.10 −22.00 ± 6.0b

OR/EOPE −23.74 −24.08 −26.05 −26.80 −23.94 −21.83 −17.88 −11.29 −19.00
NH3 SHG −51.10 −51.90 −58.60 −61.82 −54.58 −51.37 −46.53 −21.97 −49.10 −48.40 ± 1.2b

OR/EOPE −35.03 −35.21 −38.02 −38.67 −36.71 −37.87 −35.72 −16.74 −38.30
CO SHG 27.99 26.82 29.35 26.01 25.85 26.73 25.55 24.10 27.00 29.90 ± 3.2b

OR/EOPE 24.82 23.63 25.70 22.57 22.76 23.90 23.09 21.90 24.60
HF SHG −11.09 −11.59 −12.69 −14.00 −12.09 −12.86 −10.35 −5.85 −8.00 −10.90 ± 1.0c

OR/EOPE −10.08 −10.52 −11.45 −12.61 −10.96 −11.74 −9.51 −5.52 −7.50
H2S SHG −6.74 −7.05 −6.95 −8.70 −8.21 −11.83 −10.06 2.38 −8.80 −9.95 ± 2.1b

OR/EOPE −5.11 −5.46 −4.81 −6.40 −6.40 −9.95 −8.83 2.12 −8.20

aFrom Ref. 114.
bFrom Ref. 132.
cFrom Ref. 133.

is partially corrected by CAP-LYP. For CH3F, for SHG, CAP-
PBE gives a result very close to the MP2 hyperpolarizability
augmented with TDHF dispersion.121 However, these values
underestimate (in absolute value) the experimental result.122

On the other hand, CAP-LYP agrees very well with
experiment, while all the other functionals yield overestimates
(in absolute value). Nevertheless, in all cases, the sign of the
hyperpolarizabilities is right, as alsowas presented in TableVI.
For the SHG of CH3CN, CAP-PBE is in a good agreement
with respect to the CCSD(T) hyperpolarizability augmented

with MP2 dispersion.121 In general, all functionals and MP2
give overestimates relative to the experimental value.123 In the
case of CH3Cl, for SHG, there is a sign inversion, with CAP-
PBE giving one sign versus the rest of the functionals giving
the other. However, the experimental reference124 matches
well with the CAP-PBE value. For SHG in CHF3, all the
functionals overestimate the absolute value compared to the
corresponding experiment,122 but once again CAP-PBE is
closest to experiment.122 In CF3Cl, CAP-LYP and CAP-PBE
SHG values are very close to experiment, unlike all the other

TABLE VII. Comparison of dynamic LDA and GGA TDADPT hyperpolarizabilities (in a.u.) of methane analogs with other theoretical and experimental
results. The TDADPT values were calculated at the same wavelength as used in the corresponding experiments.

Molecule Value LDA PBE BLYP OLYP PBE-LS CAP-LYP CAP-PBE Other theoretical results Experimental

CH3OH SHG −61.66 −62.23 −68.44 −73.86 −63.97 −54.37 −45.71 −40.61a −35.0 ± 2.1b

OR/EOPE −51.39 −51.62 −56.02 −59.67 −53.00 −46.61 −39.63
CH3F SHG −70.81 −70.54 −76.79 −81.87 −69.64 −56.91 −48.56 −46.30c −57.0 ± 4.2d

OR/EOPE −62.41 −61.96 −66.89 −70.78 −61.08 −51.17 −44.13 23.45e

CH3CN SHG 25.20 24.75 24.32 23.86 22.42 29.81 27.51 27.48f 17.9 ± 1.1g

OR/EOPE 24.08 23.69 23.29 22.93 21.53 28.59 26.92
CH3Cl SHG −4.13 −3.83 −7.40 −12.94 −2.02 −6.58 5.66 13.3 ± 1.4h

OR/EOPE −3.37 −3.13 −6.10 −10.73 −1.42 −4.96 5.57
CHF3 SHG −36.86 −36.61 −38.79 −39.84 −36.49 −33.51 −32.95 −20.20i −25.2 ± 0.9j

OR/EOPE −33.30 −32.97 −34.75 −35.54 −32.82 −30.79 −30.19 −19.40k

CF3Cl SHG −85.87 −86.93 −91.50 −89.71 −83.85 −78.46 −74.21 −69.2 ± 2.8l

OR/EOPE −76.73 −77.48 −81.28 −79.58 −74.66 −70.62 −67.12
CHCl3 SHG −3.03 −3.70 −0.27 −6.29 −5.45 −13.43 −2.37 1.2 ± 2.6m

OR/EOPE −2.76 −3.35 −0.39 −5.59 −4.92 −11.48 −1.98
CFCl3 SHG −37.24 −37.59 −38.41 −34.46 −34.30 −35.81 −31.88 −30.9 ± 9.6n

OR/EOPE −35.44 −35.67 −36.64 −33.27 −32.77 −33.93 −30.24

aDynamic value at λ = 694.3 nm, CCSD, from Ref. 115.
bDynamic value at λ = 694.3 nm, electric field-induced second harmonic generation (ESHG), from Ref. 120.
cDynamic value at λ = 632.8 nm, static β from MP2 with TDHF percentage dispersion from Ref. 121.
dDynamic value at λ = 694.3 nm, ESHG, from Ref. 122.
eDynamic value at λ = 694.3 nm, TDHF, from Ref. 117.
fDynamic value at λ = 514.5 nm, static β from CCSD(T) with MP2 additive dispersion from Ref. 121.
gEFISH at λ = 1064 nm from Ref. 123.
hDynamic value at λ = 694.3 nm, ESHG, from Ref. 124.
iDynamic value at λ = 694.3 nm, TDHF, from Ref. 117.
jDynamic value at λ = 694.3 nm, ESHG, from Ref. 122.
kDynamic value at λ = 694.3 nm, TDHF, from Ref. 117.
lDynamic value at λ = 694.3 nm, ESHG, from Ref. 122.
mDynamic value at λ = 694.3 nm, ESHG, from Ref. 124.
nDynamic value at λ = 694.3 nm, ESHG, from Ref. 124.
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TABLE VIII. Comparison of the eigenvalues of the HOMO, LUMO, and immediately adjacent HOMO − 1, and
LUMO + 1 in eV for the noble gas atoms as determined by exchange-only calculations with the universal gaussian
basis seta for several X energy functionals.

Atom Orbital LDA PBE B88 OPTX PBE-LS CAP HF

He H −14.067 −15.050 −15.078 −14.977 −15.234 −14.811 −24.979
L 2.316 1.787 1.817 1.444 1.658 2.500 3.201
L + 1 12.464 11.811 11.943 11.695 11.693 12.518 14.458

Ne H − 1 −12.056 −12.395 −12.371 −12.369 −12.467 −12.151 −23.141
H −12.056 −12.395 −12.371 −12.369 −12.467 −12.151 −23.141
L 3.241 2.714 2.807 2.409 2.576 3.514 4.173
L + 1 3.241 2.714 2.807 2.409 2.576 3.514 4.173

Ar H − 1 −9.081 −9.320 −9.298 −9.376 −9.369 −9.155 −16.082
H −9.081 −9.320 −9.298 −9.376 −9.369 −9.155 −16.082
L 3.253 2.671 2.948 2.463 2.538 3.552 4.708
L + 1 3.253 2.671 2.948 2.463 2.538 3.552 4.708

Kr H − 1 −8.155 −8.316 −8.299 −8.384 −8.352 −8.181 −14.263
H −8.155 −8.316 −8.299 −8.384 −8.352 −8.181 −14.263
L 1.400 0.917 1.216 1.038 0.812 1.664 3.528
L + 1 3.366 2.809 3.115 2.690 2.687 3.651 5.028

Xe H − 1 −7.215 −7.328 −7.315 −7.389 −7.354 −7.216 −12.439
H −7.215 −7.328 −7.315 −7.389 −7.354 −7.216 −12.439
L 1.717 1.348 1.602 1.625 1.268 1.959 4.051
L + 1 3.613 3.135 3.433 3.175 3.033 3.878 5.569

Rn H − 1 −6.806 −6.896 −6.884 −6.948 −6.917 −6.786 −11.646
H −6.806 −6.896 −6.884 −6.948 −6.917 −6.786 −11.646
L 0.349 −0.079 0.154 −0.110 −0.178 0.623 1.723
L + 1 1.526 1.089 1.271 0.900 0.981 1.815 2.465

aReference 93.

functionals. For CHCl3, we find a large discrepancy between
all functionals and the experimental reference for SHG.124

However, we have not found theoretical results with which to
compare. All DFT SHG values for CFCl3 look similar, with
CAP-PBE lying rather close to the experimental value.124 In
Table VII, one can also see OR and EOPE (electro-optical
Pockels effect) values for the same systems, at the same
wavelength of the SHG results. Unfortunately, in those cases,
we have not found any reference results from highly correlated
wavefunctions.

IV. POTENTIAL PROPERTIES

The CAP functional, Eq. (14) provides as good or better
results on most of the standard sets as any other GGA and it
does better on response properties than the others. Intriguingly,
however, it does not lead to major changes in the eigenvalues
for the highest occupied molecular orbitals (HOMOs) but does
affect the lowest unoccupied molecular orbitals (LUMOs).
Table VIII for the noble gas atoms and Table IX for some
molecules illustrate the point with HOMO, LUMO, and imme-

TABLE IX. Comparison of the eigenvalues of the HOMO, LUMO, and immediately adjacent HOMO − 1, and
LUMO + 1 in eV for several molecules.

Molecule Orbital LDA PBE BLYP OLYP PBE-LS CAP-LYP CAP-PBE

NH3 H − 1 −11.353 −11.309 −11.238 −11.249 −11.331 −11.053 −11.097
H −6.204 −6.109 −6.038 −6.022 −6.117 −5.872 −5.908
L −0.479 −0.476 −0.634 −0.770 −0.552 0.503 0.920
L + 1 2.332 2.346 2.161 2.000 2.261 3.056 3.510

C6H6 H − 1 −6.517 −6.318 −6.133 −6.152 −6.291 −5.959 −6.098
H −6.517 −6.318 −6.133 −6.152 −6.291 −5.957 −6.087
L −1.423 −1.208 −1.064 −1.039 −1.181 −0.835 −0.906
L + 1 −1.423 −1.208 −1.064 −1.039 −1.181 −0.833 −0.901

CH3OH H − 1 −8.006 −7.962 −7.897 −7.921 −7.984 −7.676 −7.742
H −6.318 −6.221 −6.174 −6.155 −6.229 −5.962 −6.008
L −0.506 −0.479 −0.639 −0.773 −0.550 0.536 1.072
L + 1 0.199 0.207 0.049 −0.076 0.139 1.363 1.785

CH3CN H − 1 −8.294 −8.123 −7.992 −8.000 −8.109 −7.782 −7.899
H −8.294 −8.123 −7.992 −7.997 −8.109 −7.769 −7.859
L −0.751 −0.746 −0.942 −1.064 −0.822 0.071 0.030
L + 1 −0.468 −0.278 −0.210 −0.163 −0.267 0.076 0.095
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FIG. 6. Isosurface of the highest occupied and the lowest unoccupied molec-
ular orbitals of NH3 calculated with PBE (left) and CAP-PBE (right). The
positive value of the isosurface is 0.05 (red), and the negative value is −0.05
(blue).

diately adjacent (“HOMO − 1,” “LUMO + 1”) eigenvalues
for several systems and XC functionals. Note that for the Rn
atom and the NH3, CH3OH, and CH3CN molecules, the CAP
gives a positive energy LUMO, in contrast with the values from
all the other functionals (Teale, De Proft, and Tozer125 have
reported such behavior for a potential with the correct asymp-
totic behavior). Such positive energy states cannot be bound
states in a potential which vanishes as−1/r . Rather, they occur
because of the confinement provided from the finite-sized L2

basis set,126 so detailed exploration is required, especially, in
view of the good response property performance from CAP-
PBE.

First, we observe that, in going from other functionals
to CAP, the HOMOs and particularly the LUMOs do show
slight to large changes in several cases. For example, Fig. 6
shows the slight shifts from PBE to CAP-PBE in the HOMO
and LUMO of NH3, while Fig. 7 shows the corresponding
large changes in CH3OH. These changes in the orbitals seem
to be primarily responsible for the improvement observed in
calculated response properties.

Obviously, the orbital changes amongX functionals reflect
differences in the potentials they generate. Keep in mind that
CAPwas constructed to fulfill constraints for s→ 0 and r →∞

and to provide a sensible, smooth connection between those
limits. Fig. 8 provides comparison of vCAP

x with other GGA
X potentials and with the optimized effective potential (OEP),
plot (a) corresponds to the domain 0 ≤ r ≤ 15 a.u., and plot (b)
corresponds to an amplification of the domain 1 ≤ r ≤ 15 a.u.
The OEP comes from the method of Talman and Shadwick127

and values obtained by Engel and Vosko.128 All the potentials

FIG. 7. Isosurface of the highest occupied and the lowest unoccupied molec-
ular orbitals of CH3OH calculated with PBE (left) and CAP-PBE (right). The
positive value of the isosurface is 0.05 (red), and the negative value is −0.05
(blue).

FIG. 8. (a) Plot of the exchange potential for Ne atom as a function of the
distance in a. u., in the domain 0 ≤ r ≤ 15, for several GGA approximations
and for OEP. (b) Amplification of the same plot in the domain 1 ≤ r ≤ 15.
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in Fig. 8 correspond to exchange-only calculations. What one
sees is that vCAP

x has unexpected behavior. In particular, it very
closely resembles a standard GGA potential in the HOMO
energy range and below, but it is substantially higher than a
standard GGA for larger r and even goes slightly positive.
While that weakly positive region is unphysical, the combi-
nation has the pragmatically valuable consequence that the
HOMO energy stays roughly fixed while the LUMO energy
goes up, hence the LUMO orbital spreads out. This is not a
direct consequence of the asymptotic condition but instead is
an indirect result which occurs because of the interpolation
between large and small s constraints.

That realization leads to a deeper insight. The Engel et al.

constraint76 given in Eq. (12) is not unique. It is a solution of
the asymptotic differential equation forFGGA

x (Eq. (11)), but not
the only one possible. In particular, Gill and Pople129 give the
exact asymptotic behavior of the X enhancement function for
atomic H as s(lns)2/3. Thus, not only is Eq. (12) not unique but
also it is inconsistent with at least one critical case. Imposition
of the Gill-Pople asymptotic behavior would force a different
interpolation to the s → 0 limit, a topic we leave to future
work. Similarly, we leave for the future the exploration of
potentials which go to a constant because of the derivative
discontinuity.56,125,130

V. CONCLUDING REMARKS

The analysis performed in Sec. III confirms that for ther-
modynamic, kinetic, and structural properties, the behavior of
the enhancement function in the interval 0 ≤ s ≤ 3 is crucial.
Properties that dependon the response functions should depend
upon the large s behavior associated with the functional deriv-
ative that leads to the X potential with the correct asymptotic
behavior. But in practice, that behavior can be mimicked in
the context of an L2 basis set by a potential which goes high
enough, exactly as vCAP

x does.
The CAPX functional provides a description of properties

that depend on total energy differences superior to or compet-
itive with other GGA X functionals with the additional benefit
of an improved description of properties that depend upon
response functions as calculated via TDDFT in the ALDA.
Based on the broad spectrum of quantities treated well by
a single functional, we believe that the non-empirical CAP-
PBE recommends itself as the best practical general purpose
GGA XC functional presently available. We now are working
to remove the mid-range positive behavior, to improve the
correlation functional, and to add features related to the discon-
tinuity of the exchange-correlation potential and the approxi-
mate satisfaction of the ionization-potential theorem.131
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APPENDIX: INGREDIENTS OF THE CAP POTENTIAL

For ease of programming, we provide explicit expressions
for constructing vCAP

x . From exact spin scaling, the spin-labeled
exchange potential is

vGGA
xσ [ρσ;r]=

δEGGA
x [ρ↑,ρ↓]

δρσ(r)
=

δEGGA
x [ρ]

δρ(r)

�����ρ(r)=2ρσ(r)

, (A1)

where σ = ↑ or ↓ and ρ(r) = ρ↑(r) + ρ↓(r). With the CAP
enhancement function,Eq. (14), the exchangepotential is given
by

vCAP
xσ [ρσ;r] = Ax21/3ρσ(r)1/3

[
4
3

FCAP
x (sσ)

]

+ Ax21/3ρσ(r)1/3
[

−
4
3

sσ(r)−
1

2kFσ

∇2ρσ(r)

|∇ρσ(r)|

+
1

2kFσ

∇ρσ(r) ·∇|∇ρσ(r)|

|∇ρσ(r)|2

]
dFCAP

x (sσ)

dsσ

+ Ax21/3ρσ(r)1/3

×

[

−
1

(2kFσ)2
∇ρσ(r) ·∇|∇ρσ(r)|

|∇ρσ(r)|ρσ(r)
+
4
3

sσ(r)2
]

×
d2FCAP

x (sσ)

dsσ2
, (A2)

with kFσ(r) = (6π2ρσ(r))1/3, sσ(r) = 1
2kFσ

(r)

|∇ρσ(r)|

ρσ(r)
,

F CAP
x (sσ)= 1− α

Ax

sσ ln(1+sσ)

1+c ln(1+sσ)
, as in Eqs. (3) and (14), respec-

tively. The required derivatives are

dFCAP
x (sσ)

dsσ
=−

α

Ax

sσ+ (1+ sσ)ln(1+ sσ)(1+cln(1+ sσ))

(1+ sσ)(1+cln(1+ sσ))2
,

(A3)

d2FCAP
x (sσ)

dsσ2
=−

α

Ax

2+ sσ−2csσ+c(2+ sσ)ln(1+ sσ)

(1+ sσ)2(1+cln(1+ sσ))3
. (A4)
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